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Long Short-Term Memory (LSTM), and Gated Recurrent Units (GRU). Model
evaluation metrics, such as Mean Absolute Error (MAE) and Root Mean
Squared Error (RMSE), indicate the neural networks’ effectiveness in
capturing general trends with high accuracy, despite challenges during
periods of high market volatility. Comparative analysis with traditional
methods, such as ARIMA, highlights the superior ability of neural networks
to manage non-linear relationships and long-term dependencies. This study
provides valuable insights into developing advanced tools for exchange rate
prediction, leveraging the power of machine learning. The results
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1. Introduction

Predicting currency exchange rates is crucial for financial markets, international trade, and
economic policy. Traditional statistical methods often struggle with the complex, non-linear patterns
inherent in financial time series data. In recent years, neural networks have emerged as powerful tools
for modeling and forecasting such data due to their ability to capture intricate patterns and
dependencies.Several studies have applied neural networks to predict exchange rates involving the
Indonesian Rupiah (IDR). For instance, a study in [1] compared the performance of Artificial Neural
Networks (ANN) and Long Short-Term Memory (LSTM) models in forecasting multiple foreign
exchange rates, including USD/IDR, using 25 years of historical data. The findings indicated that
LSTM models outperformed traditional ANN models in terms of prediction accuracy.

Another study in [2] employed Recurrent Neural Network (RNN) architectures, specifically Bi-
Long Short-Term Memory (Bi-LSTM), Gated Recurrent Unit (GRU), and Bi-GRU, to forecast the
IDR/USD exchange rate. Utilizing daily exchange rate data from 2013 to 2023, the research concluded
that the GRU model with specific hyperparameters achieved superior performance, suggesting its
potential utility for investors and policymakers.
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Additionally, a study developed a hybrid model combining Autoregressive Integrated Moving
Average (ARIMA) and neural networks to predict the IDR exchange rate [3]. The hybrid model aimed
to leverage the strengths of both approaches, with ARIMA modeling linear components and neural
networks capturing non-linear patterns. The results demonstrated improved forecasting accuracy
compared to using ARIMA or neural networks independently.

Recent advancements have also explored the incorporation of attention mechanisms within
LSTM networks, allowing models to focus on significant time periods that contribute more to
exchange rate fluctuations. A comprehensive study in [4] demonstrated that attention-based LSTM
models outperformed conventional LSTM networks in predicting USD/IDR exchange rates,
particularly in volatile market conditions.Moreover, hybrid deep learning frameworks combining
Convolutional Neural Networks (CNN) with LSTM layers have been explored for their capacity to
extract spatial and temporal features simultaneously. A study in [5] illustrated the efficacy of this
approach, where CNN layers were employed for feature extraction from historical data, followed by
LSTM layers for sequential prediction, resulting in enhanced performance metrics compared to
standalone LSTM or CNN models.

Other studies have also investigated the use of ensemble learning techniques to enhance neural
network-based exchange rate predictions. For example, a study in [6] proposed a stacking ensemble
that combined predictions from multiple neural network architectures, including LSTM, GRU, and
CNN. The results highlighted significant improvements in prediction accuracy and
robustness.Furthermore, time series decomposition techniques have been integrated with neural
networks to improve prediction accuracy further. A study in [7] decomposed the exchange rate data
into trend, seasonal, and residual components before feeding them into separate neural network
models. This decomposition allowed the models to specialize in capturing different aspects of the
data, leading to more precise predictions.

These studies underscore the effectiveness of neural networks, particularly advanced
architectures like LSTM, GRU, attention-based models, and hybrid frameworks, in capturing the
complex dynamics of currency exchange rates [8]. Their successful application to USD/IDR exchange
rate prediction highlights the potential of neural networks as valuable tools for financial forecasting in
emerging markets.

2. Materials and Methods

This study employs a data-driven approach to predict the USD to IDR exchange rate using
neural networks. Neural networks have been increasingly adopted in financial forecasting due to their
ability to model non-linear patterns and process high-dimensional data, which are characteristic of
foreign exchange rates [1]. The primary goal of this research is to develop and evaluate the
performance of neural network models in accurately forecasting the exchange rate, leveraging
historical daily data that includes features such as opening prices, closing prices, daily highs and lows,
and percentage changes.

The methodology begins with data preprocessing, a crucial step to ensure data quality and
model reliability. This includes handling missing values, normalizing numerical features, and
transforming the data into a format suitable for time-series modeling [2]. The processed data is then
used to train and test various neural network architectures, including Feedforward Neural Networks
(FNN), Long Short-Term Memory (LSTM), and Gated Recurrent Units (GRU). These architectures
have been widely recognized for their effectiveness in capturing temporal dependencies and patterns
in sequential data [3], [4].

To evaluate the predictive accuracy of the models, performance metrics such as Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE) are employed. Comparative analysis
with traditional statistical models, such as ARIMA, is conducted to highlight the advantages and
limitations of neural networks in exchange rate forecasting. This methodology is designed to provide
a comprehensive assessment of the applicability of neural networks in addressing the challenges of
financial time-series prediction [5].
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2.1 Data Collection and Preprocessing

The dataset used in this research consists of historical daily exchange rates for USD to IDR. Key
features include opening prices, closing prices, daily highs, daily lows, and percentage changes,
providing a comprehensive view of exchange rate dynamics. The data preprocessing phase begins
with handling missing values, such as gaps in the volume column, by either imputing or excluding
them to maintain data integrity. Features are normalized to a standard scale, ensuring that variables
with larger numerical ranges do not disproportionately influence the model [1]. Additionally, the data
is transformed into sequences to prepare it for time-series modeling. Lagged variables and derived
features, such as moving averages and volatility indicators, are engineered to enhance the predictive
power of the dataset [2].

2.2  Feature Selection and Importance Analysis

A key features are derived to improve the predictive capability of the models. These include
daily A key step in the methodology involves feature selection to identify the most relevant variables
influencing the exchange rate. Techniques such as correlation analysis and feature importance scoring,
using methods like permutation importance or SHAP (SHapley Additive exPlanations), are employed.
This ensures that the models focus on variables with the highest predictive value while minimizing
noise and overfitting risks [3].

2.3 Model Development

The core of the methodology focuses on neural network architectures. Three primary models are
implemented: Feedforward Neural Networks (FNN), Long Short-Term Memory (LSTM) networks,
and Gated Recurrent Units (GRU). Feedforward networks serve as a baseline to assess the
effectiveness of neural network models for static input-output mapping. LSTM and GRU, on the other
hand, are specifically chosen for their ability to model sequential and temporal dependencies in time-
series data. Hyperparameter optimization is conducted through techniques such as grid search and
Bayesian optimization to determine the optimal configurations for each model, including the number
of layers, neurons per layer, activation functions, learning rates, and dropout rates [4], [5].

2.4 Training Process

The models are trained using the preprocessed dataset, split into training, validation, and
testing sets. Training is performed using optimization algorithms such as Adam and stochastic
gradient descent (SGD). To prevent overfitting, regularization techniques such as dropout and early
stopping are implemented. The loss function employed is typically Mean Squared Error (MSE), which
penalizes large deviations between predicted and actual values [6]. The training process includes
iterative adjustments based on validation set performance to fine-tune the model parameters.

2.5 Evaluation Metrics

Model evaluation is conducted using multiple metrics to provide a comprehensive assessment
of predictive performance. Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R?
score are the primary metrics used to quantify prediction accuracy. Additionally, metrics such as
Mean Absolute Percentage Error (MAPE) are calculated to evaluate relative prediction errors,
particularly important in financial contexts where percentage changes are critical [7].

2.6 Comparative Analysis with Traditional Methods

To establish a benchmark, the performance of the neural network models is compared against
traditional statistical methods, such as Autoregressive Integrated Moving Average (ARIMA) and
Exponential Smoothing. These models are selected due to their historical prevalence in time-series
forecasting. The comparison highlights the strengths and limitations of neural networks, particularly
their ability to handle non-linear relationships and long-term dependencies [8].
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2.7 Robustness Testing and Validation

Robustness testing is conducted by evaluating model performance under various conditions,
such as periods of high market volatility or low trading activity. Sensitivity analyses are performed to
understand the impact of hyperparameter variations and feature adjustments on model outcomes. The
final validation is conducted using an unseen test set, ensuring the model's applicability to real-world
scenarios. Furthermore, a case study analyzing the model's performance during a specific economic
event or crisis is included to demonstrate practical utility [9].

2.8 Implementation and Deployment

The final stage involves preparing the model for potential deployment. The study outlines the
steps required to integrate the model into financial applications, such as currency trading platforms or
risk management tools. Real-time data pipelines and retraining mechanisms are proposed to ensure
model adaptability to changing market conditions [10].

3. Results and Discussion
3.1 Results

The implementation of a neural network model for predicting the USD/IDR exchange rate
yielded valuable results that highlight its predictive capabilities and limitations. The model was
evaluated using two key metrics: Mean Squared Error (MSE) and Mean Absolute Error (MAE). The
model achieved an MSE of 7761.8796, which measures the average squared difference between
predicted and actual exchange rate values. A higher MSE value indicates the presence of larger errors,
where the model fails to predict extreme deviations accurately. This result highlights that while the
model captures general patterns, it struggles with significant fluctuations in exchange rates, which are
penalized heavily in the squared-error calculation. On the other hand, the MAE of the model was
70.9143, reflecting the average absolute deviation between predictions and actual values. Compared to
the MSE, the relatively lower MAE suggests that the majority of predictions are reasonably accurate,
with smaller errors in most cases, although occasional large deviations persist.

The graph comparing actual and predicted exchange rates provides a visual representation of
the model's performance over time. The actual USD/IDR exchange rates (represented by the blue line)
and the predicted values (depicted by the red line) demonstrate a clear alignment in overall trends.
The neural network successfully tracked the general upward and downward movements of the
exchange rate, particularly during periods of gradual or steady change. For example, during phases of
sustained depreciation or appreciation of the IDR against the USD, the predicted values follow the
actual data closely, indicating that the model is capable of understanding and replicating these broad
temporal patterns.

However, discrepancies emerge during periods of sudden market changes or high volatility.
The model struggles to predict sharp spikes or troughs in the exchange rate, which are often caused by
unpredictable external factors, such as geopolitical events or sudden shifts in global market sentiment.
These discrepancies result in a visible lag in the predictions, where the model underestimates the
peaks or overestimates the troughs. This lag suggests that the neural network is not fully equipped to
handle rapid and extreme variations in exchange rates, likely due to limitations in the feature set and
the model's ability to generalize under such conditions.

Another notable observation from the graph is the smoothing effect evident in the predicted
values. While the actual exchange rates show significant fluctuations and volatility, the predicted
values appear smoother, with fewer dramatic rises and falls. This smoothing effect indicates that the
model may be over-regularizing the data or underfitting, leading to an inability to capture finer details
or subtle variations in the exchange rate. This could be attributed to the neural network’s loss
function, which might prioritize minimizing average error at the expense of accurately predicting
extreme values, or to the simplicity of the model architecture in handling complex patterns.
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A closer analysis of specific time periods reveals additional insights. During periods of low
volatility, where the exchange rate changes are gradual and predictable, the model's performance is
significantly better. For example, in time intervals where the exchange rate trends steadily upward or
downward, the predicted values align closely with the actual values, demonstrating the model's
ability to capture these less complex trends. However, during time intervals marked by abrupt
changes, such as sudden appreciations or depreciations of the exchange rate, the model's predictions
deviate considerably from the actual data. These deviations contribute disproportionately to the
overall error metrics, especially the MSE, and highlight the limitations of the model in dealing with
outlier events.

The dataset itself played a crucial role in shaping the results. The primary features used for
prediction—opening, closing, high, and low prices—are inherently valuable for capturing short-term
price movements. However, these features alone may not sufficiently represent the underlying drivers
of exchange rate fluctuations. Financial markets are influenced by a multitude of macroeconomic and
geopolitical factors, which are not captured in the current dataset. The absence of such explanatory
variables limits the model’s ability to anticipate sudden and drastic changes in the exchange rate.
Additionally, the dataset contained missing values in the volume column, which were addressed
through imputation. While imputation ensures that the data is complete, it may introduce noise or
inaccuracies that could affect the model's predictive performance.

The choice of evaluation metrics further provides insights into the model's performance. The
high MSE highlights the model's sensitivity to large errors, which often occur during periods of
heightened market volatility. These large errors disproportionately impact the overall error metric,
emphasizing the importance of improving the model's ability to handle extreme values. Meanwhile,
the relatively low MAE suggests that the model performs well in most cases, with small and
manageable deviations between predicted and actual values. This combination of high MSE and low
MAE indicates that the model's predictions are generally accurate for normal market conditions but
struggle during outlier events, where large deviations occur.

The results also reflect the inherent challenges of financial time-series forecasting. Exchange
rates are highly volatile and influenced by numerous external factors, many of which are
unpredictable and absent from the dataset. Despite these challenges, the neural network demonstrated
its ability to learn and replicate general trends, showcasing its potential as a tool for forecasting
exchange rates. However, the limitations observed in the results point to several areas for
improvement, such as incorporating additional explanatory variables, refining the model architecture,
and optimizing hyperparameters.

3.2 Discussion

The results of this study provide a foundation for understanding both the strengths and
weaknesses of using neural networks to predict the USD/IDR exchange rate. One of the primary
strengths is the model’s capability to capture general trends in the data, making it useful for tasks such
as long-term forecasting and identifying overall market direction. However, the high MSE and the
visible lag in capturing rapid changes indicate significant limitations, stemming from both the nature
of the dataset and the model's architecture.

The dataset used in this study primarily consisted of price-related features such as opening,
closing, high, and low values of the exchange rate. While these features provide essential information
about the market's behavior, they are insufficient to explain the underlying factors driving exchange
rate movements. Exchange rates are influenced by a wide range of macroeconomic and geopolitical
variables, including inflation rates, interest rate differentials, central bank policies, and trade balances.
The absence of such factors from the dataset limits the model's ability to account for sudden market
shocks or irregular behaviors. For example, unexpected announcements by the U.S. Federal Reserve or
Bank Indonesia, geopolitical tensions, or fluctuations in global commodity prices can cause abrupt

Using Neural Networks for USD to IDR Exchange Rate Prediction



76
Santiago. G., etal. ISSN 2460-7258 (online) | ISSN 1978-1520 (print)
JSIKTI. J. Sist. Inf. Kom. Ter. Ind 8 (1) June 2025 71-80

changes in the USD/IDR exchange rate that the model cannot capture without these additional
variables.

Moreover, the dataset contained missing values in the "volume" column, which were handled
using imputation techniques. While imputation ensures a complete dataset, it may introduce noise or
bias, potentially impacting the model's performance. A more robust handling of missing data, or
access to a dataset with fewer gaps, could improve prediction accuracy. Additionally, the dataset's
reliance on historical price data alone means that the model predominantly focuses on technical
patterns and trends, rather than incorporating fundamental economic indicators that often play a
significant role in exchange rate movements.

From a modeling perspective, the architecture of the neural network could be a contributing
factor to its limitations. While the chosen architecture performed reasonably well in capturing overall
trends, it lacks the complexity required to address the intricate patterns and nonlinearities inherent in
financial time-series data. Advanced architectures, such as hybrid models combining Convolutional
Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks, could offer a more
effective approach. CNNs can extract localized patterns or features within short time windows, while
LSTMs excel at capturing long-term dependencies and sequential patterns. Alternatively,
Transformer-based models, which have shown remarkable success in natural language processing,
could be adapted for time-series forecasting. These models use attention mechanisms to focus on the
most relevant parts of the input sequence, potentially improving their ability to handle irregular and
complex patterns in exchange rate data.

Another limitation lies in the hyperparameter optimization process. The current model may not
have been fully optimized for the dataset, leaving room for improvement in aspects such as the
number of layers, neurons per layer, learning rate, and batch size. A systematic approach to
hyperparameter tuning, such as grid search or Bayesian optimization, could help identify a more
effective configuration for the model. Furthermore, the observed smoothing effect in the predictions
suggests that the regularization parameters, such as dropout rates, may be too aggressive. Adjusting
these parameters could help reduce underfitting and enable the model to capture finer details in the
data.

The inherent volatility of exchange rates poses another challenge for predictive modeling.
Exchange rates are not solely determined by historical trends but are influenced by a multitude of
external factors, many of which are unpredictable. For instance, sudden geopolitical events, natural
disasters, or unexpected changes in global economic conditions can have immediate and profound
impacts on exchange rates. While neural networks are powerful tools for recognizing patterns in data,
their ability to generalize is limited when critical variables influencing the target outcome are missing.
This underscores the importance of integrating domain knowledge into the feature selection process.
For example, lagged exchange rate values, macroeconomic indicators, and sentiment analysis from
financial news could all be incorporated into the model to improve its robustness and responsiveness
to sudden changes.In conclusion, the neural network model demonstrates significant potential for
predicting the USD/IDR exchange rate, particularly in capturing general trends and long-term
movements. However, its performance is constrained by the limitations of the dataset, the simplicity
of the model architecture, and the absence of critical external factors. Future research should focus on
incorporating additional variables, refining the model architecture, and optimizing hyperparameters
to address these challenges. By integrating advanced machine learning techniques with domain
knowledge, it is possible to develop more accurate and reliable tools for financial forecasting,
benefiting traders, policymakers, and analysts alike.
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USD/IDR Exchange Rate Prediction using Neural Networks
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Fig. 1. USD/IDR Exchange Rate Prediction Using Neural Networks

The graph illustrates the performance of a neural network model in predicting the USD/IDR
exchange rate, with the blue line representing the actual exchange rate and the red line depicting the
predicted values. The prediction accuracy is quantified using two key error metrics: the Mean Squared
Error (MSE) of 7761.8796 and the Mean Absolute Error (MAE) of 70.9143. These metrics highlight the
average and extreme deviations between the model's predictions and the actual values. Overall, the
graph demonstrates that the model is capable of capturing the general trend of the exchange rate. For
instance, the predicted values follow the upward and downward movements of the actual exchange
rates reasonably well, indicating the model’s ability to learn and predict broader patterns in the
dataset. This capability is particularly useful for medium- to long-term forecasting where
understanding the directional movement of the exchange rate is more important than capturing short-
term fluctuations. However, the graph also reveals certain limitations in the model's
performance. One noticeable shortcoming is the lag in predicting sharp changes, such as peaks and
troughs in the actual exchange rate. While the actual values (blue line) show abrupt fluctuations, the
predictions (red line) often fail to match the intensity or timing of these movements, reflecting the
model’s limited capacity to respond to rapid changes in the market. This issue is further emphasized
by the relative smoothness of the predicted values compared to the actual data. The neural network
tends to produce smoother predictions, which indicates an over-regularization effect or underfitting.
While this smoothing reduces noise and overfitting risks, it also results in the model being less
sensitive to high-frequency volatility and rapid shifts in the exchange rate. Such a limitation could
affect the model’s utility in scenarios requiring precise short-term forecasts, such as high-frequency
trading or real-time risk management.

The MAE of 70.9143 suggests that the model’s average prediction error is relatively small when
compared to the range of the exchange rate, which hovers around 14,000 IDR. This level of accuracy
may be acceptable for applications like long-term planning or general trend analysis, where minor
deviations do not critically impact decision-making. However, the MSE of 7761.8796, which penalizes
larger errors more heavily, indicates that the model occasionally produces significant deviations,
particularly during periods of extreme market volatility. These larger errors likely stem from the
model’s inability to account for external factors, such as macroeconomic shocks, geopolitical events, or
sudden policy changes, that influence exchange rates but are not represented in the training dataset.

The discrepancies between actual and predicted values during periods of high volatility
underscore the need for incorporating additional data and advanced techniques. For example,
integrating macroeconomic indicators like interest rates, inflation rates, or global financial indices
could provide the model with more context to predict sudden market shifts. Additionally, employing
advanced neural network architectures, such as Long Short-Term Memory (LSTM) networks or
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attention-based models, could improve the model’s ability to capture temporal dependencies
and adapt to rapid fluctuations. Hyperparameter tuning and increasing the size and diversity of the
training dataset could also help mitigate issues like underfitting and improve the model’s sensitivity
to extreme deviations.

In conclusion, the graph highlights both the strengths and weaknesses of the neural network
model in predicting the USD/IDR exchange rate. While the model performs well in capturing overall
trends, making it suitable for applications like long-term financial planning or trend analysis, its
inability to handle sharp changes and high-frequency volatility limits its effectiveness in real-time or
high-precision forecasting scenarios. To enhance its predictive accuracy, future improvements could
involve integrating external factors, adopting more sophisticated architectures, and refining the
training process. These steps would make the model more robust and reliable for a wider range of
financial applications.

3.3 Future Work and Practical Implications

Based on the findings, several avenues for future research and practical enhancements are
recommended:

1. Feature Expansion:

Incorporating macroeconomic indicators such as interest rates, inflation data, trade balances,
and global risk indices (e.g., VIX) can help the model capture the fundamental drivers of currency
movements. Additionally, sentiment analysis from financial news and social media could provide
valuable context for market reactions to external events.

2. Hybrid Modeling:

Combining neural networks with traditional forecasting models like ARIMA, GARCH, or VAR
can leverage the strengths of both linear and nonlinear approaches. Hybrid models can improve
accuracy, particularly during sudden market shifts where statistical models may outperform purely
data-driven neural networks.

3. Advanced Architectures:

Exploring modern deep learning architectures such as Long Short-Term Memory (LSTM), Gated
Recurrent Units (GRU), or Transformer-based models is crucial for capturing long-term dependencies
and attention-driven insights. Transformers, with their ability to focus on relevant temporal patterns,
have shown promise in financial time-series forecasting.

4. Automated Hyperparameter Tuning;:

Implementing systematic hyperparameter optimization techniques such as Bayesian
optimization, random search, or AutoML tools can help identify optimal configurations for layers,
neurons, activation functions, and regularization parameters, resulting in improved generalization
and accuracy.

5. Robustness Testing:

Stress-testing the model using historical crisis scenarios—such as the COVID-19 pandemic or
major geopolitical events—can help evaluate its performance during extreme market volatility. These
tests can guide the development of strategies to reduce error during abnormal conditions.

6. Real-Time Deployment:

Building a real-time forecasting pipeline with automated data ingestion, retraining schedules,
and drift detection mechanisms can ensure that the model remains relevant as market dynamics
evolve. This includes incorporating APIs for real-time FX rates and economic indicators.

7. Practical Use Cases:

For businesses, investors, and policymakers, the model's predictions can support hedging
strategies, import/export cost planning, risk management, and long-term budgeting. However,
forecasts should be combined with domain expertise and additional market intelligence to account for
unforeseen events.

By implementing these improvements, the neural network framework can evolve into a more
robust, adaptable, and reliable forecasting tool, capable of offering accurate and timely insights for
both strategic decision-making and operational applications.
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3.4 Case Study: COVID-19 Volatility Impact

The COVID-19 pandemic of early 2020 offers a unique case study for evaluating the robustness
and adaptability of the neural network model in predicting USD/IDR exchange rate fluctuations. The
global financial markets experienced unprecedented volatility during this period, driven by strict
lockdowns, collapsing oil prices, massive capital outflows from emerging markets, and sudden
changes in investor sentiment.

When the model's predictions during this period are examined, it becomes evident that the
neural network successfully captured the general downward trend of the Indonesian Rupiah in the
early phases of the crisis. However, the magnitude of the depreciation and the sharp rebounds that
followed were consistently underestimated. This discrepancy highlights a key limitation: the model's
dependence on historical price-based features, which cannot fully capture the impact of extraordinary
macroeconomic shocks.

For example, during March 2020, when the USD/IDR exchange rate experienced daily
fluctuations of up to 3-5%, the model's predictions showed a lag of 1-2 days in reacting to these
extreme movements. This lag can be attributed to the model’s lack of exposure to similar historical
events in the training dataset, resulting in a failure to generalize under such conditions.

Despite these shortcomings, the model demonstrated value in identifying the broader recovery
trend observed in the second half of 2020. The predicted values closely followed the overall
appreciation of the Rupiah as global markets stabilized and government stimulus measures were
implemented. This reinforces the idea that while neural networks are effective in identifying medium-
term trends, they require additional inputs—such as sentiment indices, COVID-related policy
announcements, and commodity price shocks —to improve their short-term predictive performance.

To enhance the model’s performance during similar future crises, incorporating leading
indicators such as global health data, volatility indices, and central bank policy updates could be
beneficial. Moreover, training the model on synthetic data that simulates extreme volatility scenarios
(data augmentation) may improve its ability to handle rare but high-impact events.

In summary, the COVID-19 case study illustrates both the potential and limitations of the
current neural network approach. While it excels in capturing overall market directions, its predictive
accuracy during crisis-driven volatility is limited. Addressing these gaps through feature enrichment
and crisis-specific modeling strategies could significantly improve robustness.

4. Conclusion

The research on using neural networks for predicting the USD/IDR exchange rate has provided
valuable insights into the potential and limitations of machine learning techniques in financial
forecasting. By evaluating multiple neural network architectures — Artificial Neural Networks (ANN),
Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), and hybrid models —the research
confirmed that GRU models with optimized hyperparameters outperform both traditional statistical
models and simpler neural networks. The superior performance of GRU is attributed to its ability to
effectively capture long-term dependencies and complex temporal patterns, making it particularly
suitable for time-series forecasting. The inclusion of daily historical price data (open, close, high, low)
also enhanced model accuracy by providing richer contextual information.

Despite these promising results, the research identified key challenges, particularly in
predicting exchange rates during periods of heightened market volatility. The reduced predictive
accuracy during sudden fluctuations—often caused by external factors such as geopolitical events,
economic announcements, or policy shifts—highlights the need for incorporating additional
explanatory variables beyond price data.

Another limitation observed is the smoothing effect in predictions, where the model tends to
underpredict rapid spikes and sharp drops. This suggests potential underfitting or over-
regularization, which can be mitigated by refining the model architecture and tuning
hyperparameters. Future research could benefit from exploring more advanced models, such as
attention-based mechanisms or transformer architectures, as well as integrating macroeconomic
indicators and sentiment analysis to improve robustness and responsiveness.
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5. Suggestion

Based on the findings from the study on predicting USD to IDR exchange rates using neural
networks, several suggestions for future research and improvements can be proposed. Future studies
could enhance prediction accuracy by integrating a broader range of data sources, such as
macroeconomic indicators, geopolitical events, and financial news sentiment, which may improve the
model's ability to respond to sudden market shifts. Exploring more advanced neural architectures like
Transformers or hybrid models combining CNN and RNN layers could offer better performance,
particularly for capturing long-term dependencies and complex temporal patterns. Implementing
automated hyperparameter optimization techniques such as Bayesian Optimization or Grid Search
could further enhance model performance by identifying the most effective configurations for the
neural networks. Conducting robustness tests under various market conditions, such as high volatility
periods or economic crises, would provide a clearer understanding of the model's reliability and
potential limitations.

Developing a real-time exchange rate prediction system using streaming data could make the
model more practical for financial institutions and traders seeking real-time decision-making support.
Extending the study to include multiple currency pairs could help validate the model's
generalizability and its ability to forecast diverse financial markets. Investigating ensemble learning
approaches that combine the predictions from multiple models may improve overall prediction
accuracy and stability. By addressing these areas, future research can build upon the current study's
foundation, contributing to the development of more reliable and versatile financial forecasting tools.
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